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PrefacePreface

Jerry Fodor once noted wisely that scholarship is the process by which butterflies are transmuted
into caterpillars.  Following this thought, I present this paper as a chrysalis: it lacks the spontaneity
and debate of the live meetings at which some of this material was originally presented, but it has
not gained a polished apparatus to support every assertion and anticipate every possible objection.  I
hope to clarify and develop my position in future writings and discussions.  For the present, I trust
that this paper will provoke thought and debate, as well as setting some general challenges for the
field of systems engineering.  Thanks are due to Aidan Ward for comments on the draft version.

IntroductionIntroduction

The IT industry is awash with claims that various instruments will enhance various system
properties.  Researchers make these claims in order to justify inventing a new instrument, or a
variant on an existing instrument.  Vendors make these claims in order to try and sell their
products and services.  Users produce business cases to financially quantify these claims.

Among other places, we can find these claims at work in two apparently contrasting domains:
academic papers and research proposals, and vendor sales presentations.  These are primarily
exercises in rhetoric, attempting to convince an audience by assembling some form of logical
and/or practical demonstration.

There is of course widespread scepticism about these claims, and widespread recognition of the
difficulties in evaluating these claims objectively. If you have an opinion, you also have an agenda.
Evaluation is dependent on your perspective, timescale, value system, and so on.

Sometimes the audience may be deeply credulous – inclined to accept all manner of rubbish,
provided it is presented in the right way by the right person – but even then it is obliged to
maintain a thin veneer of sceptical criticism, to sustain an illusion of professional integrity and due
diligence.

Many of these claims – I have no idea how many, but I believe the phenomenon to be endemic –
are unfounded and lack any tolerably precise meaning.  They are not merely unreliable in practice
but potentially theoretically incoherent.  In order to meaningfully assert that a given instrument
has a defined and measurable effect on a given class of systems, you have to have a theory of
system change that projects the causes of change onto such external instruments. If such a theory is
not provided, it suggests that the people making these claims just don't know what they're doing.

Claims are particularly vulnerable to this accusation when they rely on simplistic notions of
instrumentinstrument, system system and changechange. The paper explores these three notions in turn.
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The Nature of InstrumentsThe Nature of Instruments

IntroductionIntroduction

I’m using the word “instrument” here as a way of referring to a wide range of structures or devices
or platforms or patterns that might be used in some technical or sociotechnical context.  These are
sometimes called “solutions”, even in the absence of any clear understanding of a problem (or class
of problems) that might be solved by this “solution”.  Among other things, my notion of
instrument includes both architectures and methodologies, as these are often claimed to enhance
(or even guarantee) certain outcomes.

Examples of Instrumental ClaimsExamples of Instrumental Claims

People want to acquire and use certain instruments in order to achieve specified effects, or they
want to develop instruments to improve their effects.  Researchers set out to invent new
instruments, or significant improvements to existing instruments.

Here are some typical examples of the claims discussed in this paper.

• “Component-based systems are easier to maintain.”

•  “This architecture is flexible.”

• “This ERP or CRM package is inflexible, and difficult to implement.”

•  “This technique for reuse increases systems development productivity.”

If these claims are to be taken seriously, they imply some measurable property (flexibility,
implementability, maintainability, productivity) that is directly associated with the use of some
instrument (component-based software engineering, this architecture, this package, this
technique).

Furthermore the property has to be understood as the property of something separate from the
instrument itself.  To understand the statement that an architecture is flexible, we perhaps have to
interpret this as meaning that systems built using this architecture, or possessing this architecture,
have the property of flexibility.  Or perhaps that the construction system itself gains in flexibility
when this architecture is used.  In other words, it is the property of some system or other.

Of course we can make judgements about instruments purely in terms of their own properties, but
these judgements are aesthetic rather than instrumental.  If you want to evaluate an old violin as an
instrument, rather than merely an attractive antique, you have to construct a system that puts the
violin, together with a violinist, a bow and a piece of music, into a room with appropriate acoustics.

Judging Instruments InstrumentallyJudging Instruments Instrumentally

Instruments may apparently be evaluated or compared as instruments.

The acquisition or use of any instrument can be subject to an evaluation, which assesses the costs,
benefits and risks of using the instrument in some context.  A before-the-fact evaluation is known
as a business case.  There is considerable literature on the subject of evaluations, pointing out
(among other things) the effect of different observer perspectives and system scopes on the result
of the evaluation.  However, there are some particular difficulties of evaluation in the case of
holistic system properties.
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There is often a desire to compare two or more instruments, usually in order to select between
them.  For example, methods have been proposed for comparing system development
methodologies, and a series of conferences has been instituted over several years, applying the same
case study to a range of methodologies.

Comparison between instruments is typically more difficult when the instruments are not of the
same type.  For example, comparing the installation of a software tool with the institution of a
working practice.  Most comparison methodologies avoid thes1e difficulties, and assume some
degree of similarity between the instruments being compared.

For some purposes, these evaluation and comparison methodologies can also be regarded as
instruments, to the extent that they can be interpreted as offering a generic solution to some class
of practical problems in investment or selection.  These methodologies themselves can therefore be
evaluated in terms of their results, rather than on any internal validity.  However, in this paper, I
shall be concentrating on the conceptual weaknesses of the judgements made by these
methodologies.

Claims Claims About InstrumentsAbout Instruments

To evaluate or compare instruments is to assess the truth or validity of some claims regarding these
instruments.  A judgement about an instrument is, either explicitly or implicitly, an assessment of
some claim.

Various claims may be made about an instrument.  It may be claimed that it delivers some specified
outcomes, or that it is compatible with some specified other instruments. These claims themselves
state or imply some context (or range of contexts) and some purpose.

Among other things, there may be a claim that an instrument fits some requirement.  This is often
a matter of fitting with the instruments that are already in place.  In practice, there is a tolerance of
slight (or even substantial) misfit.  This tolerance varies according to several factors, and can be
regarded as a requirement in its own right.  (We can call it a second-order requirement, because it
specifies the relationship between the requirements requirements and the solution, whereas the first-order
requirements specify the relationship between the users users and the solution.  As we shall see, flexibility
is another example of a second-order requirement.)

Target OutcomesTarget Outcomes

An instrument is a means to an end – it is used for its effect.  So we want to reason about the
effects of using an instrument.  These effects may include both net costs and net benefits, which
may be actual or contingent, certain or uncertain.  (Contingent costs and uncertain benefits are
often known as risks – these are the risks associated with the use of a given instrument.)  They may
include the intended effects, as well as various side effects.

It is well-known that the simultaneous presence of an instrument and an outcome doesn’t itself
prove that the instrument was responsible for the outcome.  Sometimes several rival instruments or
interventions or individuals attempt to take the credit for the same outcomes.  In some cases, an
outcome may be achieved not thanks to the instrument but despite it.  But I don’t want to explore
this problem here, so I’m going to assume that there is a sufficiently large population of cases to
surmount this with clever statistics.
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Intermediate OutcomesIntermediate Outcomes

We are often faced with complex articulated arguments, linking an instrument with the target
outcomes via some intermediate outcomes.  The argument is thus decomposed into component
steps, which can supposedly be demonstrated independently.  Furthermore, these components are
parcels of knowledge that, once demonstrated, can be reused many times.  (Bruno Latour calls
these components Black Boxes.)

For example, a claim might be based on the argument that a particular target system property is
enhanced by loose or tight coupling.  There is a neat (but perhaps misleading) equation that might
be used: loose coupling promotes adaptability; tight coupling promotes adaptation.  Alternatively,
it may be claimed that a given platform promotes end-to-end integration of some process.

Such outcomes as these are not intrinsically valuable – they are valued only in so far as they are
believed to promote certain desired outcomes.  These intermediate outcomes can be regarded as
instruments in its own right, but can alternatively be regarded as interesting system properties,
which may be created or enhanced by the use of a particular instrument, or some combination of
instruments.

There is a range of these intermediate system properties and measures that we find in these
arguments: integration or federation, coupling and cohesion, tolerance, statistical process control.

The presence of these intermediate outcomes in the argument is justified if it helps make the
argument easier to understand, or if it enables a bona fide reuse of some pre-established
knowledge.  However, the effect is often the reverse – these intermediate outcomes serve instead to
complicate and obscure the argument.  The reductionist challenge at this point is to remove all the
intermediate outcomes, and to express the claim directly in terms of the primary instrument and its
target outcomes.  (By the way, this statement could itself be expressed in instrumental terms, with
Ockham’s razor as the preferred instrument.)

Indefinite InstrumentsIndefinite Instruments

As we’ve just seen, there are some intermediate system properties (such as cohesion/coupling and
integration) that can be interpreted as patterns or abstract structures.  This interpretation allows
them to be judged as instruments, thus potentially opening them up to the same kind of
evaluation and comparison as any other instrument.

However, they are instruments with an indefinite identity, in so far as they can only be positively
recognized within a specific system context.  To the extent that the system is uncertain, so is the
instrument uncertain.  In some cases, these instruments can only be positively identified through
their effects – but then any claim about the efficacy of such instruments becomes a circular one.

Let’s consider Deming’s famous argument against a particular class of intervention into systems,
sometimes called meddling or tampering.  (In this paper I shall use the word “meddle”, solely
because it has a more convenient noun form: “a meddle”). A typical example of meddling is where
a process is subject to statistical variation, and attempts are made to forcibly reduce the variation,
or to counter an increase in variation, without understanding the cause of the variation itself or the
cause of the increase. Deming and his followers claim that such attempts usually have a counter-
productive effect.  Meddling can be regarded in our terms as an instrument with some supposedly
recognizable systemic effects – although in this case they are unwanted effects.  Deming’s work
contains considerable practical insight and illustration, and has an intuitive appeal to those with
experience tackling complex systems.  However, a logical or empirical demonstration of Deming’s
claim suffers from similar conceptual difficulties to those we have already explored.  It is an act of
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retrospective interpretation (or Procrastianism) to label an intervention as a meddle, and this
interpretation depends crucially on which system is being considered, from whose perspective.  It
also depends on the timescale chosen for the evaluation. There appears to be no reliable method for
recognizing an intervention in advance as a meddle – thus a claim about the meddling effect of
meddling turns out to be a tautology rather than an empirically verifiable statement.

Seeing Things as InstrumentsSeeing Things as Instruments

In order to make these claims at all, we seem to need to perceive technological things as
instruments in the first place.  This is deeply embedded in the dominant way of perceiving
technology as a whole, which Borgmann calls the device paradigm.  (Borgmann’s concept of devicedevice
is similar to my concept of instrumentinstrument.)

Take for example Component-Based Software Engineering (CBSE).  This is commonly discussed as
if it were an instrument – such-and-such are the costs, benefits and risks of using CBSE in such-
and-such contexts.  This makes it appear that an engineer or manager is being presented with a
choice – to use this instrument or not.  But, as I have argued elsewhere, it may be just as valid to
view CBSE as a phenomenon which the engineer or manager is confronted with.  Components are
now significant entities in the software engineering world; the emergence of components can be
seen as an ontological shift in the software game, to which the player must respond one way or
another.  A policy of complete avoidance is of course theoretically possible, but increasingly
impractical.

New methods and structures are often presented as instruments – but then their proponents feel
obliged to substantiate claims for these instruments by contrasting them with some mythical
“traditional approach”.  (Just as the successive claims of an apparently diverse stream of methods
seem oddly familiar, so do the “traditions” against which they are painted.)  An alternative way of
narrating the history of methods is in terms of the growing awareness and articulation of various
structural and operational properties, the growing refinement of concepts and notations, and the
elicitation and dissemination of the implicit best practices of engineers.  This view avoids some of
the difficulties of the instrumental view, although it carries other problems instead.

If we regard software viruses as instruments, our attention is directed at the intentions of the virus
writer – or perhaps the “intentions” of the virus itself.  Experts calculate the damage caused by a
particular virus, and journalists call for the virus writer to be found and punished. This overlooks the
fact that software viruses have been known to mutate under certain conditions, and contrasts with
the way that most of us view biological viruses.  (However, even in human medicine, there are
occasional allegations that particular diseases are the result of biotechnology gone wrong – or right
from some perspective, if you follow the wilder conspiracy theories.  I am not aware of any
evidence supporting these allegations, but the fact that they can be made at all shows how tempting
it is to view even “natural” phenomena as the beneficial or malignant outcome of some
technological instrument.)

The Nature of SystemsThe Nature of Systems

What are systems?What are systems?

People talk endlessly about systems, in a wide variety of situations, but we are not always clear what
we are talking about.  Perhaps we are never entirely clear. But we still manage to understand one
another, good enough for most purposes, albeit often only after a bit of a struggle.
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Formal languages, models and notations have frequently been proposed to enable complete and
consistent descriptions of systems.  These formal languages always omit something important.
(Sometimes it’s precisely what they omit that is most important.)

We select systems to talk about that are meaningful and important to people.  All such systems
have both social and technological aspects, although these aspects are sometimes obscured by the
way we talk about them.

All description of these systems (including identity and scope) is dependent on the observer observer and
the observation processobservation process.  The observer is always an active participant, at one level, and the
participants are all observers – although they may not always perceive the same system.
Perceptions and descriptions may differ widely.

People attach intentions intentions to systems, and make demands demands from systems.  People attach value to
certain perceived properties of systems, and they are often eager to take action to change certain
systems properties, or to create systems that possess desirable properties.  Any intervention in a
system relies on a stakeholderstakeholder, or community of stakeholders, with a particular attitude and
purpose.  In many cases – perhaps most – there are perceived conflicts between stakeholders.

For a system to fulfil some intentions, it needs to survive survive for some definite or indefinite duration.
Survival means maintaining the identity and integrity of the system, in some sense, from some
point of view.  Complex systems often devote considerable energies to survival – apparently for its
own sake.  However, there is often a tension between identity and survival.

Thus whenever we talk about systems, and the success of systems, there are some essential elements
that are implicit, including values, observer, stakeholder, perspective, purpose and scope.  We do
not always make these elements explicit, but they’re always there.

Target System PropertiesTarget System Properties

I particularly want to look at system properties that are emergent or holistic.  By this I mean that
the properties belong to the system as a whole, rather than any proper subsystem or component,
and that these properties emerge from the way the system as a whole is constructed and construed.

There is a range of overlapping system properties that are mentioned in these discourses.  These
include: flexibility, adaptability, maintainability, stability, robustness, reliability and tolerance.
Some people talk, perhaps metaphorically, about system “health”.  Elsewhere I talk about the
Intelligence and Character of systems.

Flexibility is the ability to maintain a given state of affairs (some stable property or description) in
the teeth of (a class of) environmental change.   For example, a enterprise remains profitable
despite changes in the competitive environment; a pension plan continues to satisfy a set of
financial criteria, a building or information system continues to fit its purpose, even though the
original designer didn’t know exactly what its purpose would become.  Flexibility entails the ability
to make small changes in order to avoid large (catastrophic) changes. For example, when riding a
bicycle, you need to be able to make small adjustments to the front wheel to retain your balance. If
the front wheel is fixed, you will fall off.

The flexibility of the whole is not a simple aggregation function of the flexibility of each part.  One
strategy for achieving an adaptable system is to assemble it from adaptable components, but this is
by no means the only or best strategy for achieving this.  Flexibility is a holistic property, because it
cannot be located in one part of the system, but is spread throughout the system, its presence or
absence depending on how the system as a whole is constituted.
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Intelligence is another system property where is no automatic relationship between the properties
of the parts and the properties of the whole.  An organization that is composed of intelligent
people is not always capable of intelligent collective behaviour.  If there is a relationship at all
between the combined intelligence of the whole and the separate intelligence of its parts, it is a
complex and indirect relationship rather than a simple direct one, and is dependent on a range of
other factors.

Many interesting and important system properties are holistic in this sense.  One consequence of
the holism of these system properties is that they can be highly dependent on the exact choice of
the system.  During the 1980 UK mining strike, both sides constructed a plausible argument
relating to the productivity of the system: one side claimed that it was more cost-effective to close
the pits, the other side claimed that it was more cost-effective to keep them open.  Apparently
small differences in the way the system was scoped and in the choice of time horizon can have a
large effect on the presence or absence of these holistic properties.

In fact, because these properties are so sensitive to the way a situation is described, it seems safest to
regard these properties as properties of the descriptions, rather than properties of real world lumps.
(For people who already regard systems as lumps of description rather than lumps of real world, this
is an easy step to take.)  Thus one system description may satisfy the property “under statistical
control” and another description (using different notion of purpose, different scope, different time
horizon, different metrics, different granularity of time and measure) may fail to satisfy this
property.  Thus the Demingite position discussed above may already be put in question by the
(perhaps unconscious) choice of system description.

Even the term “holistic” itself is sensitive to the choice of system description.  If it’s defined in terms
of emergent properties, this definition entails a perspective: what emerges for whom.
Complementary medicine claims to treat patients holistically – but this claim seems to be based on
a fixed view of what counts as a whole system.  If a child suffers from sleeplessness, a homeopath
would give a pill to the child, not to the parent; meanwhile a therapist might offer counselling to
the parents.

Who values these system properties?Who values these system properties?

A system property may be valued by a particular external stakeholder or community.

Alternatively, the system property may be valued by the system itself, because it improves the
survival chances of the system.  In some environments, intelligent commercial organizations will
have a competitive advantage over less intelligent organizations: they will respond more quickly
and appropriately to customer demand.

There are many important theoretical issues that arise with systems (such as commercial
organizations) that are capable of intelligent reasoning about their own properties.  I’m going to
sidestep these issues here, and talk as if an external observer is making a judgement about the
system’s properties on behalf of the systems’s own internal value system.

Does it make sense to posit the system as a stakeholder in its own properties?  This may perhaps be
justified as a provisional basis for judgement, where the system itself stands proxy for its
beneficiaries.  But what if the system doesn’t have any clear beneficiaries?  And even if a system
(such as a commercial organization) has a clear set of beneficiaries (shareholders, employees,
customers, and so on), mapping the benefits onto the beneficiaries may be a complex affair.

For many purposes, it is convenient to be able to talk in terms of the benefits of some instrument
to the system itself, rather than always having to translate these into benefits to some specific
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external stakeholders or communities.  For the nonce, we shall leave open the question of how this
manner of speaking can be properly grounded.

But these system properties are problematic.But these system properties are problematic.

Let’s take flexibility.  The flexibility of a system is not a simple matter. Some large packages may be
cursorily dismissed as inflexible, while other artefacts may be claimed to be flexible.  The flexibility
of a system depends partly on the range of situations that the system is confronted with.

Flexibility for whom, for what purpose, in what context?  For example, do “flexible working
practices” benefit employees or employers?  Do flexible software artefacts benefit the purchasers
(who can use the artefact in unforeseen ways) or the producers (who can sell the artefact into more
different places)?

Similar considerations apply to other system properties, including security and trust.  An intuitive
notion of security is that a system can withstand some range of hostile or accidental circumstances.
But what range of circumstances – and who defines what counts as hostile?  How should the system
respond if the Chairman forgets his password?

The Nature of ChangeThe Nature of Change

There is a further conceptual difficulty with some of the most popularly used system properties –
flexibility, adaptability/adaptation, maintainability – because these concepts are based in turn on
the concept of change.  Flexibility, for example, implies the ability of a system to maintain some
other properties, or perhaps merely to survive, in the face of some set of changes.  We cannot
reason about flexibility without some explicit or implicit notion of change.  But this notion of
change is often lacking or confused.

Change is a highly paradoxical concept, and these paradoxes have been studied (albeit
intermittently) since Heraclitus.  Heraclitus is commonly associated with the constancy of change
(“All is Flux”), but is perhaps more accurately associated with the principle of unity through
change.

More recently, students of change and flexibility have looked to Bateson.  Here are two typical
remarks.

“If we are to compute the probability of survival for a given organism which at this moment is
prospering in a given environment, we must include in our computation some factor which shall
represent the ability of the organism to survive under change and possibly adverse conditions. But
we do not know what changes or what adverse difficulties the organism should be prepared for.”1

“By change I mean a ceasing to be true of some little chip or big chunk of descriptive material. … I
started to study change on the assumption that there was something called "not change", and I
arrived in a worldin which the only thing that is ever reported to me is change, which either goes on
independently of me or is created by my movement - change in relationship to me.”2

                                                       
1 Gregory Bateson, “The New Conceptual Frames for Behavioural Research” Proceedings of the Sixth Annual
Psychiatric Institute (Princeton NJ: New Jersey Neuro-Psychiatric Institute, September 17, 1958) reprinted in G.
Bateson, A Sacred Unity: Further Steps to an Ecology of Mind (edited R.E. Donaldson, New York: Harper
Collins, 1991) pp 93-110
2 Gregory Bateson, “Orders of Change” Loka II: A Journal from Naropa Institute (ed Rick Fields, Boulder CO:
Nalanda Foundation /Naropa Institute, 1976) reprinted in G. Bateson, A Sacred Unity: Further Steps to an
Ecology of Mind (edited R.E. Donaldson, New York: Harper Collins, 1991) pp 283-289
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Continuity and change are inextricably linked.  In order for something to change, it must remain
something; in order for something to remain something (at least in a changing environment) it
must change itself.

To understand how change can coexist with continuity, we need to see both change and continuity
as properties of descriptionsdescriptions.  There are some descriptions of IBM and Xerox that remain true, and
there are other descriptions of these companies that were once true but are now false.  Some
examples are shown in Table 1.  This notion of change has been well explored by Bateson, and more
recently by K.K. Smith.

For something to change, it
must remain something.

IBM: “We are becoming a
service company.”

IBM: “We are still a major
software vendor.”

For something to survive, it
must lose something.

Xerox: “We are pre-eminent
in photocopiers.”

Xerox: “We are pre-eminent
in quality.”

Table 1 Change and continuity are properties of descriptions.

Some people imagine that the “real world” contains real coherent events that correspond to the
discontinuities in our descriptions.  As before, this is a subject of philosophical debate between
different schools of systems thinking, and I don’t intend to take sides in this debate here.

If change is problematic, then so is flexibility.  Although it may be fairly easy to identify and
eliminate specific or general patterns of inflexibility, it is much more difficult to define a positive
notion of flexibility.  If change is a property of descriptions, then flexibility is at best only
meaningful relative to a given set of descriptions, and may be regarded purely as a property of these
descriptions.  (That’s fine for constructivists, for whom systems are only descriptions anyway, but
causes problems for naïve realists.)  Thus we can only make systems and organizations flexible, or
even assess the degree of flexibility of a given design, within the context defined by a given business
and technological agenda.

In the technical literature, change management is often formalized by specifying a class of changes
that are to be considered, so that it becomes a formal mathematical puzzle.  This work may be
useful at the technical level, but raises questions about the extent to which these formal models
represent the actual requirements for change and flexibility in the real world.

ConclusionConclusion

It is intuitively evident that “flexibility” and “adaptability” are worth having, and substantial
quantities of time, money and energy are therefore devoted to exploring and promoting them.
But it turns out to be immensely difficult to reason effectively about them, or to make reliable
judgements about them.  Proper theory or scientific methodology is lacking.  Instead, most of the
work in the field makes simplistic assumptions about the nature of systems and change, and this
makes the findings unreliable.

Exposing the choice of system description also exposes the political content of the discourse.  In
general, discussion of flexibility includes a political dimension: flexibility for whom.  If negotiations
are held “in good faith”, this carries assumptions about the degrees of flexibility that are available to
either side.  Openness to system change can be crucially dependent on the different views of the
system about which negotiations are taking place, and different views about the range of possible
changes to this system.  Trust depends on a shared understanding at this level: this is why
negotiations are so difficult without a starting basis of trust; this is the implicit focus of
prenegotiation (negotiation about the negotiation); this is why prenegotiation is often demanded
by mistrustful parties.  (But if prenegotiation is an instrument, what is it an instrument for?  To



Copyright © 2000 Richard Veryard.  All rights reserved. Page 10

redress mistrust or to emphasize it; to improve the chances of success, or to anticipate and explain
failure?  Obviously such questions also depend on the system description chosen.)

If users mistrust or are confused by vendor claims, they may be tempted to switch attention to the
character of the vendor.  “The technology may be snake oil, so let’s see if the vendor is a snake.” 3
But this ad hominem strategy misses the point.  Although it may be difficult in practice to
determine that the vendor is deliberately misrepresenting his product, or the evidence for its power,
it’s not the highest order of difficulty.  What’s often harder to determine is whether the vendor
himself is intolerably misled or confused.  Trust in the product, and in the instrumental claims
attached to the product, cannot be separated from trust in the vendor – trust is another holistic
system property – and so a character judgement may well be relevant.  But the character judgement
is looking for a number of things including general weakness of character and hidden influence by
third parties, rather than merely criminal tendencies.

By calling the validity of a wide range of instrumental claims into question, this paper might appear
to be undermining the trustworthiness of some vendors, or some academic works.  Given the
interdependence of one claim on other claims, one work upon other works, one product on other
products, I might even appear to be attacking the entire edifice of technology, or the entire edifice
of academic work.

Is there a redeeming strategy for technologists?  Is there an instrument of some kind that might
restore the trustworthiness of individual claims, or the trustworthiness of the edifice?  Can trust
between vendors and users be restored if a single vendor – or even a community of vendors –
eschews sweeping generalities and bases product claims on a deep and committed engagement with
the rich specifics of the user’s situation?  Can trust in the academic system be restored by
demanding higher standards of theoretical precision and philosophical caution?  Perhaps.  But,
regarding trust as a holistic system property, these proposals fall under exactly the same critique as
before.  As one of Beckett’s novels ends: “I must go on, I can’t go on, I’ll go on.”
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